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ABSTRACT The main purpose of this paper is to investigate the feasibility of using field programmable gate
arrays (FPGAs) chips as alternatives for the conventional CPUs to accelerate the numerical solution of the
fluid dynamics differential equations. FPGA is an integrated circuit that contains an array of logic blocks,
and its architecture can be reprogrammed and reconfigured after manufacturing. Complex circuits for various
applications can be designed and implemented using FPGA hardware. The reconfigurable hardware used in
this paper is a system on a chip FPGA type that integrates both microprocessor and FPGA architectures into
a single device. In this paper, typical computational fluid dynamics problems, such as the Laplace and 1-D
Euler equations, are implemented and solved numerically on both reconfigurable hardware and CPU. The
precision of results and speedups of the calculations is compared together. In some cases, the computational
process on FPGA is up to 20 times faster than a conventional CPU, with the same data precision. Several
numerical and analytical solutions are used to validate the results.

INDEX TERMS FPGA, CFD, reconfigurable hardware, numerical solutions, hardware definition language,

accelerating numerical solutions.

I. INTRODUCTION

There are three approaches for predicting and analyzing
fluid flow problems in various applications; analyti-
cal methods, experimental tests and computational fluid
dynamics (CFD) [1]. Due to the nonlinearity of Navier-
Stokes equations and also very complex configurations
in aerospace industry, the analytical methods have never
been widely implemented by aerodynamicists. Tradition-
ally design process and optimization in the different fluid
dynamics applications are performed via experimental tests
which typically are expensive and time-consuming. In recent
decades, by the emergence of high-speed processors, CFD
has become an auxiliary tool to the experimental tests,
by providing a far detailed investigation on the flow field
and decreasing the risk of design failure [2]. CFD perfectly
complements the empirical methods in a way that has made
great contributions in the development of recent commercial
transporters such as Boeing 787 and Airbus 380 [3], [4];
however, it is still far from the point to be employed as the
unique tool of aerodynamic assessment tool in the foresee-
able future [5]. CFD has been known as a technique with
massive floating point operations [6], which is due to the

fact that most of the aeronautical problems require a fine
computational mesh with a good distribution of grid points as
well as a sufficient number of iterations to yield an accurate
solution. As a result, even by employing the highly advanced
Cray computers, the solution time of a typical aerodynamic
problem will still be significantly high [7].

Several techniques and ideas have been suggested and
implemented for reducing the solution time of differen-
tial equations that governs the fluid flow. In general, these
methods are categorized into software and hardware meth-
ods. Optimization of the computer program and the use
of new numerical algorithms are examples of software
methods [8], While the use of more powerful CPUs, or
employing alternative hardware such as GPUs or HPC (High-
Performance Computing) systems are examples of hardware
methods [9], [10].

Numerous studies have been performed within the last
decade which demonstrates the promising future of using
FPGA (Field Programmable Gate Array) for speeding up
the CFD computations [6], [11]-[22]. Also, it was shown
by [17] that by coupling FPGA logic with high bandwidth
external memory achieving a computational performance of
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several GFLOPs is possible. Furthermore, typical numerical
methods implemented to solve the governing equations of
the flow field, usually include simple arithmetic operations
that in most cases, the calculations should be repeated over
and over again for each one of computational nodes of the
numerical mesh in order to reach the desired accuracy. This
makes FPGA-based flow solvers ideal for computational
purposes. This is due to the high efficiency of FPGA-based
computers in parallelizing at the hardware level for simple
arithmetic or iterative numerical solutions, see [15]-[17].
More important, since parallel processing can be conducted
attwo levels i.e., system level (using multiple hardware units)
and hardware level (configuring a single hardware unit archi-
tecture); a device like FPGA logic capable of employing both
levels would be of great benefit.

The primary goal of manufacturing FPGAs was for proto-
typing hardware or being used as a connection bridge between
separate hardware units [23]. There are several studies in the
literature reporting on different digital applications of FPGAs
such as signal and image processing [24]-[28]. Further,
the effect of data precision on the numerical solution obtained
by using FPGA [29]-[31], the impact of data throughput of
this chip via I/O pins with the outside world [32], [33] and
FPGA logic area usage for different applications have been
studied [34].

Although FPGA has been widely used for digital applica-
tions, it has been far less employed in computational sciences.
However, by the significant increment of clock frequency
as well as logic block density, FPGAs can now be imple-
mented as highly flexible standalone computational proces-
sors [21], [35], [36]. In the following, some of the most
relevant researches on the later applications of FPGAs are
mentioned.

In order to construct a CFD accelerator,
Smith and Schnore [11] implemented a reconfigurable
hardware for three of the most computationally expen-
sive functions including Euler, Viscous, and Smoothing
algorithms and showed that dramatic improvement in
sustained computational speed can be achieved through
reconfigurable computing. In 2007, Nunez et al [13]
proposed and fully discussed three levels of parallelism
that can be applied to reconfigurable hardware systems
including fine-grained, coarse-grained, and algorithm-level
parallelism.

In 2008, Dongarra et al. studied the feasibility of inte-
grating both FPGA and CPU logics in a single device as a
hybrid architecture to accelerate CFD solutions and achieved
20 times faster calculations than a Pentium4 CPU imple-
menting dense and sparse linear algebra computational ker-
nels [15]. Andrés et al. [19] presented a brief study on the
feasibility of using FPGAs to accelerate CFD simulations.
In 2011, Sanchez-Roman et al. [20] exhibited an FPGA-based
accelerator to implement a cell-vertex finite volume algo-
rithm for solving the Euler equations. Liu et al. [22] published
a framework based on reconfigurable logic to implement
a 1-D CFD model of a diesel fuel system.
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In the present research, the hardware structure and the
configuration methods of an FPGA are represented at first.
Then, typical CFD cases such as Laplace equation and
1-D Euler equation are solved numerically via implementing
different mesh sizes and numerical schemes. The results were
compared with corresponding data obtained from a CPU in
terms of run time and precision. By this study, the compu-
tational advantages of employing FPGA over a conventional
CPU were studied and represented.

Il. RECONFIGURABLE HARDWARE

Generally, reconfigurable hardware is built of an array of
reprogrammable logic blocks that are linked to each other
with communication wires. The function of each logic block,
as well as the connections between them are reconfigurable
after being manufactured. The concept of reconfigurable
computing emerged in the 1960s when Estrin proposed the
idea of designing and building a computer consisting of a
standard processor and an array of reconfigurable hardware
blocks [37]. In this architecture, the main processor is sup-
posed to act as the main unit to control the performance of
the reconfigurable hardware. Besides, the reprogrammable
logic could be programmed to perform a user defined task.
Being reconfigurable allows the hardware to be readjusted
to perform new tasks that were not desired at first. Such
configuration yielded in a hybrid computer structure that
combines the flexibility of reconfigurable hardware and the
speed of traditional CPUs. Later, Casselman presented a field
programmable logic device architecture in 1987 which was
aimed to create a computer chip that was able to be com-
pletely programmed using software [23].

Recently developed reconfigurable hardware fabric are
consist of a number of various electronic components such
as memory cells and connection switch blocks. Memory
cells are used as lookup tables to implement the universal
gates and also to control the configuration of the switches in
the interconnection network. A configuration is a software
program that defines the function of each logical gate and
the switch state. The main difference between reconfigurable
hardware and conventional microprocessors is the ability to
change data paths and having control over data transmission
process. The most common type of reconfigurable hardware
device is an FPGA which its architecture can be reconfigured
through Hardware Description Languages (HDLs) such as
“VHDL” and ““Verilog”.

A. FPGA-CPU CONNECTION

Reconfigurable logic has shown to be inefficient at conduct-
ing some specific operations like logical loops or branch con-
trol [38]. In order to get the fastest solution of a reconfigurable
computing system, these operations need to be executed on a
host microprocessor. On the other hand, reconfigurable logic
can be used to perform the processes with a high density of
computation load, rapidly and smoothly. Different types of
FPGA-CPU connection architectures have been developed
to be used in reconfigurable computing applications. One of
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FIGURE 1. Different levels of coupling in a reconfigurable
system (Reconfigurable logic is shaded) [38].

the fundamental parameters that characterize a connection
architecture is the level of coupling (assuming any) with a
host microprocessor. For a hybrid system that integrates both
microprocessor and reconfigurable logic, there are several
ways to couple these hardware components. The main con-
cept is illustrated in Fig. 1 schematically.

1) Reconfigurable logic can be incorporated inside a host
processor. This type provides a customary program-
ming environment with the added reconfigurable hard-
ware that can be modified to execute some custom
operations. In this case, the reconfigurable unit acts as
an auxiliary subsystem of the primary processor and
cannot take action independently.

2) A reconfigurable unit might be employed as a
coprocessor. In this concept, the coprocessor which is
typically larger than a functional unit of Type 1, can
perform calculations independent from the non-stop
supervision of the host processor. Even now, the pro-
cessor triggers the reconfigurable unit and sends the ini-
tial data to commence a function on the reconfigurable
hardware or gives data about where this information
may be found in memory.

3) A joint reconfigurable processing unit acts as an extra
processor in a multiprocessor framework. There is,
accordingly, a higher delay in correspondence between
the host processor and the reconfigurable hardware.
For example, when setup information or input and
output data are transformed. This type of communica-
tion architecture provides a high bandwidth connection
between CPU and FPGA.

4) A standalone reconfigurable hardware unit can be
coupled to a host processor via their peripheral
connections. In this sort of connection architecture,
the standalone FPGA-based unit will occasionally have
interactions with CPU. This model acts analogous to
the workstations of a network in which data processing
takes most of the time with the least need to have
continuous communication with CPU.

All of the discussed architectures have their own advan-
tages and disadvantages. Another parameter that can be influ-
ential in an architecture is the distance between FPGA and
CPU. Shorter distance means less communication overhead
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and accordingly less time required for interactions. On the
other hand, a more independent FPGA-based processing unit
enables a broader variety of tools for hardware parallelism
in program execution, though it may have a higher com-
munication overhead as mentioned before. Communication
latency can be the most deteriorating disadvantage for appli-
cations with a high number of transaction, where in special
circumstances, it may reduce or completely disappear the
acceleration benefits that is desired to be achieved through
using this type of reconfigurable hardware. The present study
considers an FPGA and a CPU as two separate units that are
connected to each other with very high-speed lines (second
integration type).

IlIl. THE HARDWARE IN USE

In the present study, an SoC FPGA is used as the computing
hardware for numerical calculations. An SoC FPGA is made
of both programmable logic (FPGA hardware) and process-
ing system (microprocessor hardware) on the same chip.
Herein, a Zyng-7020 SoC FPGA from Zyng-7000 family
chips by Xilinx Co. is employed. The Zyng-7000 family prod-
ucts integrate a feature-rich dual-core or single-core ARM
Cortex-A9 based processing system (PS) and 28 nm Xilinx
programmable logic (PL) in a single device. Zyng-7020 chip
is optimized for massive computations with low power con-
sumption. The SoC FPGA chip employed in the present study
will be usable only if the I/O pins being connected to the
standard external connections on an electronic board. More-
over, the implemented board is a z-turn board manufactured
by MYiR Co. There are various external connections on this
board, such as USB, LAN, JTAG and micro SD as is shown
in Fig. 2.

CAN
BUZZER
QSPI
FLASH
RESET
BUTTON
USER
BUTTON
BOOT
SELECT

10/100/1000M
USB OTG ETHO

HDMI
USB UART
512MBx2
DDR3

TF CARD 5V DC

INPUT

ITAG
USER
SWITCH x4
Temperature
SENSOR
RGB LED
FPGA INIT
DONE LED
USER

LED x2
POWER
LED
G-SENSOR

FIGURE 2. z-turn board by MYiR Co.

An intel Core 17 Q-740 processor was used to compare
the solution time of various tests with the results obtained
from FPGA. This CPU owns 4 physical processing cores
each capable of two threads at the same time with a maxi-
mum frequency performance of 1.73 GHz per core. In other
words, it can perform 13.84 billion floating point operations
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per second (13.84 GFLOPS of calculation power). This is the
maximum nominal calculation performance of this chip that
cannot be achieved in a practical application.

IV. THE CONFIGURATION METHOD

In spite of several performance benefits of reconfigurable
hardware in program execution, it may be ignored by pro-
grammers if incorporating a reconfigurable hardware into a
system cannot be done easily. This requires a user-friendly
software design environment that helps in creating the hard-
ware configurations. This environment can be extended any-
where between a software assist for manual circuit design,
to a complete automated circuit configuration system. Man-
ual circuit description (using HDLs) is a powerful method
for designing high-quality circuit configurations [39]. How-
ever, this process takes a lot of time and also requires a
full knowledge about the particular reconfigurable hardware
employed. On the other hand, an automatic design procedure
provides a quick and easy way to program reconfigurable
systems and therefore makes using this kind of hardware
easier for general application programmers. One of these
automated design tools is implementing high-level hardware
description languages (HLLs) which are based on codes writ-
ten in C/C++ programming language. Though using HLLs
reduces the time spent on developing hardware architecture,
they need a manual optimization to operate at the best per-
formance. New series of FPGAs make using floating point
numbers and mathematical operations much easier, so they
look very promising for applications with floating point
calculations [40].

Digital circuit description is the process of describing the
user specified functions that are intended to be implemented
in the reconfigurable hardware. Performing this procedure
can be as complex as specifying the inputs, outputs, and
operation signals of each basic function block in the recon-
figurable system (manual technique). Besides, it can be as
simple as writing a code in C programming language that rep-
resents the functionality of the entire algorithm to be imple-
mented in hardware (automatic technique). This process can
also be somewhere in the middle of these two techniques;
such as the method of specification of the circuit by using
prebuilt operational components (e.g. adders and multipliers)
which will be mapped to the actual hardware later in the
design procedure.

The implemented method for circuit design in the present
study is an automated design process for Zyng-7000 FPGA
family recommended by Xilinx Co. Three software are used
in this method, all of them optimized for the task, including;
Vivado, Vivado HLS, and Xilinx SDK. Using Vivado HLS
and starting with a code in C++, some IP (Intellectual Prop-
erty) blocks were produced and then packaged. An IP block is
a logical hardware description layout that includes a number
of inputs and outputs. These IP blocks are then transferred
to Vivado and connected together to form a fully func-
tional electronic circuit. An example of hardware design in
Viavdo for solving the Laplace equation and the used IPs are
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FIGURE 3. Block diagram of hardware designed to solve the Laplace
equation on Zynq-7020.

demonstrated in Fig. 3. Each one of the blocks has a special
role and function in the main architecture.

Laplace Solver IP core is the solver of the Laplace equa-
tion that has been developed via Vivado HLS and from a
program written in C++, particularly for the present study.
This IP receives the initial conditions for the Laplace equa-
tion and then after completing the solution, sends out the
results through the output port. The AXI Timer block is an
IP provided by Xilinx Co. to calculate the exact clock rate
of the chip during the running time of a program. The main
purpose of this block is to calculate the correct solution time
of each problem. Also, ZYNQ?7 Processing System block
can initiate and control the ARM processors available in
the Zynqg-7020 chip. By means of this IP, it is possible to
communicate with the Laplace Solver block through the high
bandwidth AXI Interconnect connection block and control
the data flow into and from the reconfigurable unit. For the
interested readers, a full discussion about IP blocks can be
found in [41]. The final circuit design is then applied to the
actual hardware and debugged using Xilinx SDK.

The configuration method of the hardware for each prob-
lem in question can vary in details (e.g. utilizing vari-
ous directives to lower the latency, changing the memory
addresses for more rapid connections with the memory and
so on). Despite these minimal differences, the overall design
procedure can be divided into distinguished steps. A simple
representation of the configuration method is proposed in
Algorithm 1. The procedure starts off with the IP core design
inside Vivado HLS (steps 1 through 5) and continues with
assembling these IP blocks inside Vivado (steps 6 through 8).
After performance analysis and verification, the final design
is applied to the actual hardware using Xilinx SDK (steps 9
through 11).

V. RESULTS AND DISCUSSION

The main purpose of this study is to reduce the solution
time required for solving CFD problems by using FPGA.
In this regard, various CFD problems that are solved by
implementing different numerical methods are chosen. Each
problem has its own computational load and therefore a more
general study can be made. However, every problem with a
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Algorithm 1 A General Method for High Level Hardware
Configuration

Input : A code in C/C++ programming language
C code verification

Design synthesis

Design analysis and optimization

RTL verification

IP core packageing and export
Assembling IP cores

Design synthesis and verification
Hardware packaging and export

Design a software to run the configuration
Construct Boot file

Apply the bitstream to the actual hardware
Output: The results of the solution
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-
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FIGURE 4. Diagram of a simple pendulum.

high computational load may not be fully implemented on
a specific FPGA because the number of logic blocks and
its components are limited. To tackle this issue, such prob-
lems would be partially implemented on both reconfigurable
hardware and CPU, and then the results will be compared.
Three differential equations have been studied in the present
research which are:

1) An ordinary 2nd order differential equation

2) The Laplace equation

3) The quasi-one-dimensional inviscid flow governing
equation

A. ORDINARY 2ND ORDER DIFFERENTIAL EQUATION

In physics and engineering, the use of Newton’s second
law of motion leads to a system of second-order differential
equations that are implemented for modeling some of the
most important physical phenomena of nature. High-order
equations can be studied either directly or through equiva-
lent systems of first-order equations [42]. An example of an
ordinary second order differential equation is the equation
governing the motion of a simple pendulum. An illustration
of this pendulum is shown in Fig. 4. Neglecting the friction
forces, the equation of motion about its center of rotation can
be written as:

d?0
0~ Sy ()
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Where 6 is the angle in radians and [ is the pendulum length
in meters. By defining following parameters:

() =0'(t) @

Where the 0'(¢) is the time dericative of (). Equation 1
can be rewritten to get the system of first order differential
equations 3 and initial conditions 4.

Yi(r) = 0(1),

HONES A0
v = -sin(ri)
Y1(0) = 00).  ¥2(0) = 6'(0) 4

3

Using Euler discretization method [42], one can change the
equations 3 into the algebraic system of equations 5 that are
solvable using a simple computer program. Herein, / is the
step size and y; , and y; , are the discrete values of Y7 and Y»
at the time step n, respectively.

Yin+l = hyZ,n +Vin

&)

gh .
Y2.n+1 = _T sn](yl,n) +y2,n

Initial conditions 6 are used in the solution of these equations.
b4
20°

The results of the solution of Eq. 5 from [43] for a pen-
dulum of different lengths are given in Table 1. In this table,
the relative error of the numerical solution of Eq. 5 for using
CPU and FPGA hardware in single precision is also reported.
The hardware configuration is designed so that the results of
FPGA and CPU become identical with any data precision.

The solution time results of pendulum equation for single
and double precision floating points, at different times with
h = 10~* are given in Table 2. In Fig. 5, the graph of solution
time (the left vertical axis) by using CPU and FPGA versus
different times with & = 10~ is plotted. The amount of solu-
tion speed increment is shown for different data precisions
on the right vertical axis. The solution speed of Eq. 5 for
employing FPGA is up to 3.8 times faster than the solution
of CPU.

0(0) = 0'(0) = 0 (©6)

B. THE LAPLACE EQUATION

One of the important cases that has been frequently studied in
the context of accelerating numerical computations is solving
the Laplace equation by taking advantage of FPGAs [13],
[21]. The governing equation of an incompressible, inviscid
flow (potential flow) and also the governing equation of a
simple steady state heat transfer problem without any source
terms, is the Laplace equation. In a potential flow by solving
the Laplace equation for the stream function (¥) in a two-
dimensional flow and then by calculating its derivatives,
velocity field can be yielded. But in the case of a simple
steady state heat transfer problem, after solving the Laplace
equation the temperature contour is achieved directly. Con-
sider the Laplace equation in 2D Cartesian form (Eq. 7) with
the boundary conditions of Fig. 6. In this figure, ¥, denotes
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TABLE 1. The results of the solution of Eq. 5 from [43] and the difference with solutions on FPGA and CPU.

i h t 0(t) x 10 0’(t) x 10  0(t) Rel. Error  0'(t) Rel. Error
01 1x10=% 0.1 0.863598 —12.978329 0.07% <107%2%
0.2 —0.622164 —14.268626 0.11% <1072%
0.3 —1.546879 —2.699039 <1072% <1072%
0.4 —1.078647 11.292661 0.05% <1072%
0.5 0.361755 15.122973 0.21% <1072%
5x10~° 0.1 0.863598 —12.978329 0.03% <107?%
0.2 —0.622164 —14.268626 0.05% <1072%
0.3 —1.546879 —2.699039 <1072% <1072%
0.4 —1.078647  11.292661 0.02% <1072%
0.5 0.361755 15.122973 0.11% <1072%
02 1x107% 0.1 1.202398 —7.067398 0.02% <107%%
0.2 0.269355 —10.82676 0.2% <1072%
0.3 —0.790372 —9.494859 0.05% <1072%
0.4 —1.478598 —3.706318 0.01% <1072%
0.5 —1.473049  3.812674 0.01% <1072%
5x 10=° 0.1 1.202398 —7.067398 0.01% <1072%
0.2 0.269355 —10.82676 0.1% <1072%
0.3 —0.790372 —9.494859 0.02% <1072%
0.4 —1.478598 —3.706318 <1072% <1072%
0.5 —1.473049 3.812674 <1072% <1072%
TABLE 2. The solution time results of Eq. 5 using FPGA and CPU. 350 ‘ ‘ ‘ 4
_ i i _ _ A CPUtime (single) 195
Prefcmon t CPU Time [pus]  FPGA Time [ps]  Solution Time Reduction 300 C A FPGA time (single)
single 0.1 45 12.347 72.56% B v CPU time (double)
0.2 89 24.684 72.26% " v FPGA time (double) 39
Fo o et
0.5 230 61.695 73.17% a Speed Up (double) '
double 0.1 75 12.607 73.46% 5 L 38
0.2 95 25.195 73.47% "E 200 B
0.3 138 50.380 72.61% 5 F 1753
0.4 186 75.565 72.91% g T g
0.5 232 100.75 72.85% £ 150 - 2
‘g r 37
EIN 3.65
o 0y . @10F l g
the partial derivative of ¥ over x i.e —. According to [44], r ToT ay 36
using the method of separation of Va)lc'iables, its analytical 50 %% Ay vy 15
solution is expressed as Eq. 8. For the numerical solution of n ¥ ¥
this problem, the Point Jacobi method has been implemented. 0 —35 3 e o o535

According to [45], the discretization of Eq. 7 with explicit
Jacobi method yields the Eq. 9. In this equation, 8 is the ratio
of mesh size in x and y directions, i.e. B = Ax/Ay.

%y 0%y
2, 9V OV _

V=t =0 @)
o >\ 2 ((=1)"—1) sinh(n( —y))
w(x,y)—z(ﬂ y)+r§ 3 SinhG) cos(nx)

(®)
1
it = 201587 (Wf—l,j+‘//!{+1,j+ﬂ2(¢i]fj—1"“ﬁz‘,fjﬂ))
9

The numerical solution of the Laplace equation with apply-
ing the boundary conditions of Fig. 6 and for two numerical
grids of 51 x 51 and 101 x 101 was performed. Stream
function contours obtained from the numerical solution by
employing FPGA and CPU for double precision accuracy and
for the grid size of Ax = Ay = 7/100, are shown in Fig. 7
for 10,000 iterations. Furthermore, in Figure 8 the stream
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FIGURE 5. Solution time of Eq. 5 using FPGA and CPU and the speed up.

S

p(z,m)=0

0

$,.(0,y)=0
. (T,y)

P(z,0)=2 .
0 T

FIGURE 6. Initial conditions of the Laplace equation.

=)

function contours of the analytical solution are sketched. This
analytical solution was calculated from Eq. 8 with n = 100.
In Table 3, the L2-norm of error between the data of numerical
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FIGURE 7. Stream function contours obtained from the numerical
solution by using FPGA and CPU.

FIGURE 8. Stream function contours of the analytical solution of the
Laplace equation (Eq. 8).

solution (Fig. 7) and the analytical solution (Fig. 8) are given
for different mesh sizes and time steps. The maximum norm
of the difference between these two solutions is 0.0073 that
demonstrates the accuracy of the numerical solution. Con-
sider two dummy matrices A and B with the same size of
m x n. The L?-norm of error between these two matrices is
calculated using the Eq. 10. In the numerical solution of this
problem, the hardware was designed such that the solution
accuracy of both FPGA and CPU being equal to each other
for any data precision used.

05
1 m n
L%-norm = p— Z Z (Aij— Bi,j)2 (10)
i=1 j=1

The results of solution time of the Laplace equation for
single and double precision floating point, different mesh
sizes, and for one iteration is reported in Table 4. Moreover,
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TABLE 3. The L2-Norm of error between numerical and analytical
solution of the laplace equation.

Grid Size  Iteration LZ-norm
/50 1000 0.0980
5000 0.0073
10000 0.0073
/100 1000 0.4365
5000 0.0601
10000 0.0062
10° £
E A CPU time (single) -2
r A FPGA time (single) i
i v CPU time (double) A 4
v FPGA time (double) 1
— 10' ——o—— Speed Up (single) X -2
¢ [ — -0— - Speed Up (double) § i
e L ]
0 e s
2
= r 1 &
g | e
2 ]
@ 0L .
F -6
10° 1
676 2601 20201 40401
Mesh size

FIGURE 9. Solution time of the Laplace equation vs. grid size using FPGA
and CPU and the speed up.

the amount of time solution decrease for using of FPGA is
given in this table. The time solution decrease varies between
72% to 95% for different cases.

Fig. 9 illustrates the graph of solution time of the prob-
lem (left vertical axis), using CPU and FPGA with different
data precisions. Also in this figure, the amount of solution
speed increment is shown on the right vertical axis. The
plot of numerical solution time of Laplace problem by using
FPGA is shown in Fig. 10 against the number of grid points.
This figure demonstrates a linear relation between solution
time and the grid size. This conclusion is achieved due to the
linearity of Laplace equation.

In [13] and [21], the solution of one node of the numerical
grid for Laplace equation has been conducted via imple-
menting both CPU and FPGA. The solution time results of
each node of the numerical grid with a single precision data
format for one iteration of Laplace solution, in the present
study and those of [13] and [21] are given in Table 5. Since
the hardware and their maximum processing frequency used
by [13] and [21] are different from the one exploited in
this work (first and second columns of Table 5), therefore
solution time cannot be an appropriate criterion to compare
the processing powers. For this reason, the nondimensional
parameter of Clock cycles has been chosen to make such
comparisons. Clock cycles can determine the computational
power of a processing hardware irrespective of the employed
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TABLE 4. Solution time of the laplace equation using FPGA and CPU.

Precision  Grid Size  CPU Time [us] FPGA Time [us]  Solution Time Reduction
single /25 12 3.264 72.80%
/50 46 12.984 71.77%
/100 980 51.864 94.70%
/200 2400 207.384 91.35%
double w/25 12 3.316 72.36%
/50 47 13.192 71.93%
w/100 200 52.696 73.65%
/200 810 210.712 73.98%
FTrTrTg T T T T T T T T \@ 17“‘\\\\\\\\\\\\\\\\7
10° £ —O——FPGA Time (single) 3 I
r —8——FPGA Time (double) 7 0.5 -
g [ ] i | | - | ]
: > 0 3 4 6 8 10
x>
2 o' & a r z b
EVE 5 E C ]
QE’ r %\OQ ] -0.5 = ]
T 1 7______—“\\\\\\~______;
5 T ] ' ]
g r b 1 T R SR S O A SO N Y R TR N I B
8 0
10" = E FIGURE 11. The Geometry of the Shubin nozzle.
@; O L L 1 thermodynamic pressure and heat capacity ratio, respectively.
107 10 10
Grid Size 8_U + 3_F =H
FIGURE 10. Solution time of the Laplace equation using FPGA vs. grid dt dx
size. 1Y pu
U=A pu Fea| PW@+P
P 1 ’ yP 1 ’
. . . —_—+ = pu2 —— +=p 2
hardware and in this regard, it takes the advantage over y—1 2 y—1 2
other dimensional variables such as the required time for the 0
solution to finish. It is seen that the required Clock cycles for H dA 12
completing a solution by using FPGA are nearly equal for the | ax 2
three studies, while this parameter is different for a solution 0

employing CPU.

C. QUASI-ONE-DIMENSIONAL INVISCID

COMPRESSIBLE FLOW

The purpose of this section is to compute the flow properties
such as velocity, density, temperature, and pressure in a quasi-
one-dimensional inviscid compressible flow through a Shu-
bin nozzle [46]. In this problem, only the velocity component
in the longitudinal direction of the nozzle is considered and
other directions are neglected. The cross section area, A(X),
of the Shubin nozzle varies according to the relation 11,
in which nozzle length is considered to be 10 (xqr = 10).
Accordingly, the shape of the nozzle is as shown in Fig. 11.

A(x)=1.398+0.347 tanh(0.8x —4), (11)

0 <X <Xpmax

The governing equation of an inviscid compressible flow
are Euler equations that have been taken from [47] and
are represented in matrix and nondimensional form as rela-
tion 12. In this equation, p, u, P and y are the gas density,
longitudinal component of the velocity vector (in the nozzle),
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Flux vector splitting method with a first-order explicit
formulation has been implemented for the numerical solution.
In this method, flux vector F is split into two flux vec-
tors; right-running vector (£ 1) and left-running vector (F ™).
Then, the governing equations (the nondimensional Eq. 12)
are discretized with a backward difference in time and first
order one-sided difference in space. This process consists of
the following steps:

aU  dF
4+ —H
ot ox
U OFT OFT _
at ox ax
Uin+1 _ Uzn N (Fi+)n — (Fl,tl)” N (F;H)” — (F,-Jr)iz
A A A
= H" t ’ )
1
(Fry —(Fky
+1 !
e Ul.” = Ul.” - At#
(Fr )" — (FH"
Care s T A (13)

Ax
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TABLE 5. Solution time and clock duration of one iteration of one grid point.

Research Hardware Max. Frequency [MHz]  Solution Time [ns]  Clock Duration
Ref. [13] Intel Xeon Woodcrest CPU 3000 43 130
Xilinx Virtex 5 FPGA 822.37 1.22 1
Ref. [21] Intel Core 17 Q-940 CPU 2930 89.11 261.1
Altera Stratix III EP3SL150 FPGA 133 7.5 1
Present Study Intel Core 17 Q-740 CPU 1730 18.77 32.472
Xilinx Zyng-7020 FPGA 250 4.83 1.2071

According to [48], right-running and left-running flux vectors
are written as below:

2yu+c—u
4l 20y — D + (u + ¢)?
2y sw+eP  B—y)u+ o’
(y — Du
L 2 20y — 1)
(14)
B u—c
_ o (u — c)?
F= Aﬂ w—cP  GB—y)u—ocx’ (15)
L 2 20y —1)

Where c is the speed of sound. The numerical solution of
the nozzle flow has been performed for two different series
of boundary conditions as is explained in the following:

1) Supersonic inlet and outlet flow (an isentropic flow

without shock wave)

2) Supersonic inlet flow and subsonic outlet (shock wave

inside the nozzle)

Inlet conditions are considered as below for both cases:

pin = 0.5008261, P, = 0.27129
uim = 1.099184, Mach Number = 1.262214  (16)

The supersonic outlet conditions are determined as following:
Py = 0.5156 (17)

Also, the subsonic outlet conditions are determined as
following:

Pour = 0.7511383,  uyyr = 0.4416178 (18)

For the case in which the outlet boundary is subsonic, a shock
wave appears inside the nozzle. Capturing the discontinuity
in the flow correctly would be a challenge for our numerical
solution method.

A one-sided scheme has been used to apply the boundary
conditions to the flow field. The L2-norm difference (See
Eq. 10) of two consecutive solutions is considered as the con-
vergence criterion. The convergence history of the problem
is illustrated in Fig. 12. The comparison between the results
of the exact solution and numerical solution with double
precision data format is given in Fig. 13 for the grid size
of Ax = 0.1 and time step of At = 0.01 (CFL=0.2). The
exact solution of this problem was obtained using isentropic
flow and normal shock wave relations from [49]. Acceptable
agreement between the two solutions of Fig. 13 indicates the
credibility of the numerical solution.
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FIGURE 13. The numerical solution of Eq. 12 and the exact solution.

In Table 6 the results of solution time for different iterations
of the problem, for the case that a shock wave forms inside the
nozzle and with different floating point data precisions (single
and double) with the grid size of Ax = 0.1 and time step of
At = 0.01 are given. The graph of solution time of the prob-
lem (left vertical axis), using CPU and FPGA and for different
floating point and data precisions is plotted in Fig. 14 against
different iterations. Furthermore, in this figure, the amount of
solution speed increment is displayed over the right vertical
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TABLE 6. Solution time of the Eq. 12.

Precision  Iteration = CPU Time [ms] FPGA Time [ms]  Solution Time Reduction
single 5000 246.641 36.722 85.11%
10000 523.457 73.445 85.96%
15000 784.469 110.168 85.95%
20000 995.770 146.891 85.24%
double 5000 354.839 39.050 88.99%
10000 705.385 78.100 88.92%
15000 1069.599 117.151 89.04%
20000 1446.612 156.201 89.20%
1600 - \ \ \ \ 12 precision data formats on reducing the solution time have not
r A CPU time (single) ¥ been studied. Moreover, further improvement of numerical
1400 — A FPGAA time (single) 1 . . .
- v CPU time (double) solution speed can be achieved by paralleling several FPGAs
= A 4 FPGA time (double 1t 1 7 3
E Spced Up (S(ingle) ) . and exploiting them as one unit to performing computations.
§ = Speed Up (double) ¥
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FIGURE 14. Solution time of Eq. 12 and the speed up.

axis which shows that the solution by FPGA has achieved a
speed increment up to 9 times than the CPU case.

VI. CONCLUSION

The main purpose of the present study was to improve the
solution speed of different problems by employing a config-
urable FPGA hardware. The hardware used for the numerical
calculations in this study was a Zynq-7020 that its reconfig-
urable unit can operate at a maximum processing frequency
of 250 MHz. To construct the FPGA architecture, some IP
blocks were built using codes written in C++ programming
language and then by arranging these IPs besides each other,
the final configuration for performing the calculations were
established. This is a high-level hardware design process
which is a simpler method in comparison with program-
ming via hardware description languages. Three numerical
problems were chosen to be solved using this hardware
that includes an ordinary second order differential equation,
the Laplace equation and quasi-one-dimensional inviscid
compressible flow (one-dimensional Euler equation). For all
cases, the results revealed that using FPGA improves the
solution speed in comparison with using CPU (up to 20 times
faster in the case of the Laplace equation). Moreover, in the
case of employing more powerful reconfigurable hardware
for conducting the computations, a better improvement of
computational speed will be obtained. In the present work,
the effect of programming methods and also the use of lower
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